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Motivation

Can we improve an LLM’s ability to discuss and
understand the game of Among Us?

'?! t 6

Environment

The world streams tokens as observations and
accepts tokens as actions
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You are in room (1, 0). You see Green, Orange in the room
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MARL Optimization

We train RWKV-4 models using MAPPO with a
KL constraint to keep natural language speech
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Listening

Supervised Imposter Prediction: Accurately predict the

identity of imposters given messages
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Speaking

Calculate the crewmates’ current probability of voting
out the true imposter as a “beliet” proxy
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Reward speaker based on the change in beliefs
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Discussion Example

Our models learn to accuse and update beliefs from
discussions

ﬂ’urple discovered the body of Blue in Room 0 \

[ " I'm really not sure who the imposters are. ]

[ Shouldn’t you be more suspicious of Red? ;}

c I hear Purple killing Blue!

‘ ; Red is leaving Room 0

\Red received 3 votes, Purple received 1 vote. /
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Ablation Study

Basic RL improves crewmate win rate, but voting
and discussing remains challenging
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Models

Our additional components significantly
improve capabilities, nearly doubling win rates

Imposter Robustness

[terated self-play converges, indicating that
learned conventions are hard to exploit
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Self-Play Iteration

Code & Models

Visit our website:

socialdeductionllm.github.io



