
Diverse Conventions for Human-AI Collaboration

Motivation
MARL agents often converge to arbitrary conventions. Adding a new convention  guarantees an increase in the score S:πn

Cross-Play Minimization

Diversity Definition
Want to maximize nearest-neighbors score for set of conventions, D:
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Split by ingredient Split by side

Can we generate a diverse set of conventions to learn to work with people?

S(D) = 𝔼
π∈Dtest

[max
π*∈D

J(π*, π)]

For ad-hoc coordination, train a single convention-aware agent:

These fail to identify trivial variations in navigation:

L( ̂π, D) = − J( ̂π, ̂π) −
λ

|D | ∑
π∈D

𝔼
(o,a)∼π

[log( ̂π(a |o))]

S(Dn) ≥ S(Dn−1) + p(πn)(J(πn, πn) − max
π*∈Dn−1

J(πn, π*))

Maximizing this lower bound gives a cross-play minimization algorithm.

Pure cross-play minimization incentivizes sabotages under cross-play.

Handshakes and Mixed-Play

Mixed-play ensures that conventions always act in good faith.

CoMeDi: Cross-Play and Mixed-Play
Loss function to generate convention πn

L(πn) = − J(πn, πn) + αJ(πn, π*) − βJM(πn, π*)

Where  is the most-compatible previously discovered convention.π*

CoMeDi significantly outperforms baselines in terms of pure score and user 
opinion, even surpassing human-level performance. 

In Balance Beam, tuning the mixed-play weight eliminates handshakes.

Simulation Results

Statistical Diversity

CADAP(D) = 𝔼
s∈S

𝔼
π1, π2 ∈ D

π1≠π2

exp(−DKL (π1(s) | |π2(s))

Some approaches add a term to induce statistical variations in trajectories:

In Blind Bandits, CoMeDi finds both the S and G conventions:

In Overcooked, CoMeDi’s convention-aware agent has strong cross-play 
performance with held-out conventions.

Scores with PBT Scores with PPO_BC

Live Demo, Code, and Videos

To evaluate the performance of the convention-aware agent:

J( ̂π, Dtest) = 𝔼
π∈Dtest

[J( ̂π, π)]

Visit our website: https://iliad.stanford.edu/Diverse-Conventions/


